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i 3 & H Computational Study on Synaptic Learning in Cortical Local Circuit

Many researchers have studied animal brain not only physiologically but c
omputationally for better understanding of neural computation. Moreover, ap
plications of artificial intelligence based on the deep neural network, especia
lly in computer vision field, have been drastically developed and updated sta
te-of-the-art performances in the last several years. In this thesis, we report

the three modeling studies with spiking neural network and the one study
about application of artificial neural network.

In the first study, we focus on the physiological finding and the novel syn
aptic plasticity rule published in recent year. The in vivo study revealed thr
ough the multi-unit recording that primary visual cortex showed prominent
similarity between spontaneous activity and evoked activity. Furthermore, su
ch the similarity gradually increased depending on the sensory experience w
ith progress of developmental stage. To investigate the mechanism, we mode
led a local circuit of the visual cortex which learns sensory inputs with the
novel plasticity rule. As a result, we could reproduce the similarity of neuro
nal population activity increases through sensory experience. Moreover, the n
ovel plasticity rule played the active role for the similarity increase and the

acquisition of internal representation of sensory inputs.

In the second study, we investigated synaptic plasticity in a circuit consist
ing of subthreshold resonator neurons. In general, cortical networks exhibit
complicated behavior through their network properties. And, in vivo and in
vitro cortical networks exhibit spontaneous activity through their intrinsic m
echanisms even without external sensory stimuli. Such spontaneous activity
often emerges as oscillation and fluctuation. Furthermore, it is also known t
hat some types of neurons showed membrane resonance in their subthreshol
d level. However, how the resonator acts in cortical networks and affects sy
naptic learning, such as the spike-timing-dependent plasticity (STDP), is unc
lear. In this study, we computationally examined the network behavior of re
sonator neurons and how they modulate network organization through the S
TDP when interacting with noise and an oscillatory background.
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In the third study, we invesfigated synaptic learning for external inputs i
n a model neuron whose dynamics of membrane potential fluctuation was m
odulated through the modification of ionic channel dynamics. In a brain, cor
tical neurons exhibit membrane fluctuations and spontaneous transitions bet
ween distinct different two states characterized by subthreshold level of me
mbrane potential. It has been known by modeling study that the mechanism |.

of the spontaneous fluctuation originates from not only reverberation in a ¢

ortical circuit but intrinsic factor at a single neuron level. The two-state tra
nsitions are widely found in many brain regions and these transitions typica
lly occurred spontaneously and synchronously. However, its computational ad
vantage 18 still unclear. We observed that the membrane fluctuation could m
odulate the learning property to sequential inputs through the STDP.

In the fourth study, we report the application of a deep neural network fo
r semantic image segmentation. In this study, an artificial neural network w
as designed to detect drosophila, as known as fruit fly, in a picture. The fly

is often used as a model animal in gene manipulation research since it is

easily bred and manipulated with genetic operation. However, detection of th
e life-stages is manually performed in laboratories. To detect a fly pixel-wise
ly, we trained a neural network specializing in a semantic segmentation tas
k. As a result, the network could detect pixel-wise a fly more than 99% pre
cision with single animal resolution. Moreover, simple signal processing achi
eved precise detection of life-stage transition comparable with manual operat
ion. It 18 expected that our system promotes high-throughput screening in g
enetic research manipulating drosophila.
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